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From the bench to the bedside gridwise: 
MediGRID

(1) Goals and structure of the German grid initiative (D-Grid)

(2) Overall goals of MediGRID 

(3) Achieved pilot scenarios 

(4) Strategies on how to overcome the roadblocks in further 
dissemination of medical grid computing 

(5) Outlook on the further development concerning industry 
involvement, business plans and sustainability
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Speakers
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Agenda

Sax U: [24.1] 
From the bench to the bedside gridwise: MediGRID

Knoch TA: [24.2] 
Resource Sharing on the Teraflop Scale for the BioMedical research 
and care sector - The Erasmus Computing Grid

Dickmann F: [24.3] 
Services@MediGRID: Business cases for research and healthcare 
industry

Stroetmann K: [24.4] 
Business models and sustainability of HealthGrid solutions

Semler SC: [24.5] 
Community Building and Dissemination for HealthGrids

D i s c u s s i o n 
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D-Grid Initiative

Phase 1 started in September 2005 

Five Community projects and the D-Grid Integration project (DGI):
• AstroGrid-D in astronomy
• C3-Grid for climate research
• HEP-Grid for high energy physics
• InGrid for engineering research
• MediGrid for medical research

Aims to build a Grid infrastructure in Germany, which will help to 
establish methods of e-science in the German scientific 
community. 

www.d-grid.de
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D-Grid now

Objective
To establish a sustainable Grid infrastructure in Germany that provides 

access to high level IT services for industry and academia
Projects

22 projects so far with 117 partners from academia, research institutions 
and industry

Project Funding
95 Mio € provided by the Federal Ministry of Education and Research 

Project Duration
2005 – 2011 (planned) 
Individual projects may run up to 3 years

Contact
Uwe Schwiegelshohn, D-Grid Corporation uwe.schwiegelshohn@udo.edu
www.d-grid.de (also in english)

mailto:uwe.schwiegelshohn@udo.edu
http://www.d-grid.de/
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Commercial Community
Projects

Academic Community
Projects

Service Layer
Projects

Gap - Projects

Integration Project

Technical Structure of D-Grid
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Integration Project

Support
Globus 4.x, LCG/gLite, UNICORE, SAGA/GAT
Helpdesk
Reference installation

Operation of D-Grid: Guidelines and Central Parts
Operation of VO services and user services
Operation of resources

Security
AAI/VO
Firewalls

Data and Information Management 
dCache, OGSA-DAI, IRODS
Meta data

Development of Basic Components
Portal (GridSphere), Accounting, CRM, Monitoring

Sustainability
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D-Grid Infrastructure

Nutzer

User-/
application-
interfaces

D-Grid resources

Grid services 

Basic services

Distributed
data archives

Distributed
data archives

D-Grid services

Communities

Data/
software

Distributed
compute

resources

Distributed
compute

resourcesNetwork
infrastructure

Network
infrastructure

Security and 
VO management

Data access

GAT/SAGA API

Scheduling and
workflow management

Portal (GridSphere)

UNICORE

Accounting and
billing

Data management
Globus toolset V4

LCG/gLite
Monitoring



13HealthGrid 08 Chicago, June 2, 2008

From the bench to the bedside gridwise: 
MediGRID

(1) Goals and structure of the German grid initiative (D-Grid)

(2) Overall goals of MediGRID

(3) Achieved pilot scenarios 

(4) Strategies on how to overcome the roadblocks in further 
dissemination of medical grid computing 

(5) Outlook on the further development concerning industry 
involvement, business plans and sustainability.



14HealthGrid 08 Chicago, June 2, 2008

MediGRID - Data flow in Life Science Grids

Raw Data

Metadata

Molecular

Homogenize 

Target data

Metadata

Population

Metadata

Patient data

Metadata

Disease
Metadata

Organ/tissue

Metadata

Cell

Search, find, select
Access control

Correlating, processing, 
analyzing

Result data
Presenting

Result
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Mapping with entropy selected markers
Normal Morbus Crohn

MediGRID:
Morbus Crohn gene found

We performed a genome-wide association study of 
19,779 nonsynonymous SNPs in 

735 individuals with Crohn disease and 368 controls.
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MediGRID 
Gallstone gene found

A genome-wide association scan identifies 
the hepatic cholesterol transporter ABCG8 as 
a susceptibility factor for human gallstone 
disease
S Buch, C Schafmayer, H Völzke, C Becker, A Franke, H v Eller-
Eberstein, C Kluck, I Bässmann, M Brosch, F Lammert, J F Miquel, F 
Nervi, M Wittig, D Rosskopf, B Timm, C Höll, M Seeger, A ElSharawy, T 
Lu, J Egberts, F Fändrich, U R Fölsch, M Krawczak, S Schreiber, P 
Nürnberg, J Tepel & J Hampe

… We performed an association scan of > 500,000 
SNPs in 280 individuals with gallstones and 360 
controls …

Für ihre Studie verglichen Hampe und seine Kollegen zunächst die 
Erbanlagen von 280 deutschen Gallenstein-Patienten mit denen von 360 
gesunden Kontrollpersonen. Dabei ergaben sich an 235 Stellen des
Erbgutes besonders deutliche Unterschiede zwischen diesen beiden
Gruppen, schreiben die Wissenschaftler. Diese Positionen analysierten 
die Forscher im zweiten Schritt im Erbgut von insgesamt 1105 Patienten 
und 873 Kontrollpersonen genauer. Ein Variante des Gens ABCG8 kam 
dabei als Risikofaktor zum Vorschein. 

DDP / Medizinhistorisches Museum Charite Berlin

Kleiner Keim, großer Klumpen: 
Gallensteine im medizin-historischen Museum 
der Berliner Charité

Aus Spiegel Online 16.07.2007:
http://www.spiegel.de/wissenschaft/mensch/0,1518,494630,00.html
© SPIEGEL ONLINE 2007 
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MediGRID - Applications

Integrated in the MediGRID Portal:
AUGUSTUS: 
Genome sequence analysis

Ontology-Access:
with OGSA-DAI-Service

Medical Imaging 
3D US Prostate biopsy
Virtual vascular surgery

In the pipeline: 
Clinical studies Neurology
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MediGRID Portal
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Where are we now? 

MediGRID successfully set up four pilot scenarios on the GRID

Interdisciplinary work with Astronomy, HEP etc. very came out very 
fruitful!

Security is still an issue
Policies
Legal regulations (EU, countries)
Technology
Acceptance

Usability might be a road block
Streamline grid specific working procedures (certificates
Tackle stability!
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MediGRID US-Workshop 11-15. November 2006

v.l.n.r. Yannick Legré (HealthGrid EU, Port-au-Chevau), Otto Rienhoff (MediGRID, Univ. Göttingen), Peter Covitz (caBIG, NCICB, 
Washington), Berit Hamer (Univ. Göttingen), Dagmar Krefting (MediGRID, Charité Berlin), Howard Bilofsky (US HealthGrid, Univ. of 
Pennsylvania, Philadelphia), Parvati Dev (US HealthGrid, University School of Medicine, Stanford), Michael Hartung (MediGRID, Univ. 
Leipzig), Anette Weisbecker (MediGRID, Fraunhofer IAO, Stuttgart), Jochen Hampe (MediGRID, UKSH Kiel), Sebastian Claudius Semler
(MediGRID, TMF, Berlin), Thomas Steinke (MediGRID, Zuse Institute Berlin). 
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Workshop Summary 

Security is still an issue
Policies
Legal regulations (EU, countries)
Technology
Acceptance

Usability might be a road block
Streamline grid specific working procedures (certificates
Tackle stability

Sustainability
Required by grant authorities
Core Elements: business cases, technology 
Core Elements: education and dissemination

new applications and new communities!
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Discussion

Strategies on how to overcome the roadblocks in further 
dissemination of medical grid computing

•Community Building (Dissemination, „pre sales“)

•Grid Coaching (Teaching, ressource sharing, HR for grid pros)

•Grid Software Lifecycle Management (stability, releases)

•Semantic and Technical Interoperability

•Long Term Archiving in the Grid / with the Grid

•Business Models for Research Oriented Grid Projects
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